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Abstract

Quantitative convergent-beam electron diffraction is
used to determine structure factors and three-phase
structure invariants. The re®nements are based on
centre-disc intensities only. An algorithm for param-
eter-sensitive pixel sampling of experimental intensities
is implemented in the re®nement procedure to increase
sensitivity and computer speed. Typical three-beam
effects are illustrated for the centrosymmetric case. The
modi®ed re®nement method is applied to determine
amplitudes and three-phase structure invariants in
noncentrosymmetric InP. The accuracy of the results is
shown to depend on the choice of the initial parameters
in the re®nement. Even unrealistic starting assumptions
and incorrect temperature factor lead to stable results
for the structure invariant. The examples show that the
accuracy varies from 1 to 10� in the electron three-phase
invariants determined and from 0.5 to 5% for the
amplitudes. Individual phases could not be determined
in the present case owing to spatial intensity correlations
between phase-sensitive pixels. However, for the three-
phase structure invariant, stable solutions were found.

1. Introduction

Determination of structure-factor phases is a classical
problem in structure studies. This is because intensities
and thus only the amplitudes are found experimentally.
In traditional X-ray structure determination, this
problem is coped with by using probabilistic estimates
based on intensities, and direct methods have a long
tradition (e.g. Giacovazzo, 1980). In electron crystal-
lography, these methods have not until relatively
recently been used, primarily due to multiple scattering
and dynamical effects (Dorset, 1995). However, it has
long been known that phase information can be
obtained both from three-beam electron diffraction
effects (Kambe, 1957; Gjùnnes & Hùier, 1971; Ichimiya
& Uyeda, 1977; Hurley & Moodie, 1980) and from
single-crystal PendelloÈsung X-ray work (Hart & Lang,
1961; Hùier & Aanestad, 1981; Hùier & Marthinsen,
1983). Similar effects have also been discussed in elec-

tron channelling patterns (Marthinsen & Hùier, 1986,
1988). Concerning experimental phases, the X-ray ®eld
has changed considerably over the last 15±20 years. The
methodology has been extended to also include three-
phase structure invariants determined from observed
three-beam intensity pro®les. The ®eld of three-beam
X-ray studies has been reviewed by Chang (1987) and
Weckert & HuÈ mmer (1997). Recent results can be found
in papers by e.g. Mathiesen et al. (1998), Shen (1998) and
theoretical work by Larsen & Thorkildsen (1998).

The present investigation concerns phase determina-
tion with electron-based methods. In electron diffrac-
tion, the scattering is much stronger than with X-rays.
Hence, dynamical effects depending on both structure-
factor magnitudes and phases are more pronounced and
easily observed. This is in particular the case in
convergent-beam electron diffraction (CBED) and also
in Kikuchi-line patterns, as shown in studies by e.g.
Kambe (1957), Goodman & Lehmpfuhl (1967), Wata-
nabe et al. (1968), Gjùnnes & Hùier (1969, 1971), Hùier
(1972), Hùier & Andersson (1974), Hurley & Moodie
(1980), Fox & Fisher (1988), Zuo, Hùier & Spence
(1989), Hùier et al. (1993), Spence (1998), Holmestad et
al. (1999) and Zuo (1999). A review is given by Spence
(1993); see also Spence & Zuo (1992).

In addition to strong scattering obtained with elec-
trons, the electron spot in CBED can be focused down to
nanometer-sized regions. Typically, the volume investi-
gated with electrons may be of several orders of
magnitude smaller than in X-ray crystallography.
Consequently, the crystal mosaicity in X-ray experi-
ments can be avoided by investigating defect-free crys-
tallites selected by direct observation in electron
microscopy. Further, as the incident beam can be
considered to be a plane wave in the electron diffraction
case, while one has spherical X-ray waves, broadening of
the experimental intensity pro®les owing to convolution
effects are strong with X-rays but negligible with elec-
trons.

Today, the principles for taking dynamical and
absorption effects into account are well developed (see
e.g. Spence & Zuo, 1992) and the ®eld of quantitative
convergent-beam electron diffraction (QCBED) is
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growing rapidly. At present, parameters are determined
with high accuracy, in particular the structure-factor
amplitude. This amplitude is determined with an accu-
racy down to a few tenths of a percent, while about one
tenth of a degree has been found for an X-ray phase
calculated from the corresponding electron phase (see
e.g. Bird et al., 1987; Zuo et al., 1988, Zuo, Spence &
Hùier, 1989; Saunders et al., 1995; Hùier et al., 1993; Zuo
et al., 1993; Tomokiyo et al., 1993; Holmestad et al., 1995;
Zuo et al., 1997; NuÈ chter et al., 1998, and references
therein). Further, the large majority of the diffraction
effects utilized to obtain structure-factor information,
amplitudes as well as phases, can be understood on the
basis of a few beams only (Gjùnnes & Hùier, 1971;
Hùier, 1972; Hurley & Moodie, 1980; Marthinsen et al.,
1988; Zuo, Hùier & Spence, 1989; Moodie et al., 1996).

In the present studies, we focus on the possibility of
extracting phase information from electron diffraction
experiments in the growing ®eld of electron crystal-
lography. Emphasis is on diffraction and more speci®-
cally on quantitative results from the convergent-beam
technique. Kikuchi-line diffraction patterns have simi-
larities to CBED concerning many-beam effects, and
phase information can be extracted with this technique
as well. The typical three-beam expressions are illu-
strated below by examples from centrosymmetric Si.
However, emphasis in the present studies is on deter-
mination of structure factors and phase invariants in
noncentrosymmetric InP. For this, a new simulation
procedure is developed and the dependency of the
parameters re®ned on the accuracy of the initial data set
is investigated in detail. The experimental data are taken
from the centre disc only. The aim is to test out the
potential use of this complicated two-dimensional
intensity distribution as experimental base in QCBED
investigations. Parameter-sensitive pixel sampling is
applied in all re®nements.

2. Theory

The intensity of the electron diffraction patterns is
calculated from the standard Bloch-wave formulation of
the dynamical theory (Spence & Zuo, 1992). The crystal
is described by a periodic potential V(r) and the solu-
tions of the wave function are in Bloch form. Conven-
tionally, we introduce

U�r� � �2me=h2�V�r�; �1�

where

U�r� �P
h

Uh exp�2�ih � r� �2�

and

Uh � jUhj exp�i'h�: �3�

The Fourier coef®cients of U(r), Uh, are termed struc-
ture factors for electrons. From the SchroÈ dinger equa-
tion, we get the following intensity in a Bragg beam g:

Ig � j	gj2 �
P

i

�iCi
g exp�2�ikg � r�  iz�

���� ����2: �4�

Here Ci
g is an eigenvector component and  i an eigen-

value equal to the change in wavevector along the
surface normal at the entrance surface.  i is a function of
the structure factors Ug and the deviations from the
Bragg condition expressed by the excitation errors sg. �

i

is a normalization factor equal to Ci�
0 for the Hermitian

case and Cÿ1
0 otherwise.

In our discussion of phase information, we focus on
cases that involve more than two beams with geometry
in reciprocal space being a nonsystematic sparse zone
axis as shown schematically in Fig. 1, where the three-
beam case 0, g and h is shown. The structure-factor
phases involved in this case are 'g, 'gÿh and 'h. The
corresponding reciprocal vectors form a closed loop and
for this case it is easily shown (e.g. Giacovazzo, 1980)
that the following phase sum is independent of the
position chosen as origin in the crystal unit cell:

 � 'h ÿ 'g � 'gÿh: �5�

 is the three-phase structure invariant (or the triplet
phase). In determination of phases, this invariant is as a
rule the quantity referred to in previous experimental
and theoretical electron diffraction studies (Kambe,
1957; Gjùnnes & Hùier, 1969, 1971; Hùier, 1972; Hurley
& Moodie, 1980; Moodie et al., 1996). Determination of
the individual phases from diffraction have been
discussed by e.g. Ichimiya & Uyeda (1977), Bird et al.
(1987), Zuo, Hùier & Spence (1989), Zuo et al. (1993),
Cheng et al. (1996) and Spence (1998). The eigensystem
is solved in the usual way by inserting a periodic
potential and Bloch waves in the SchroÈ dinger equation,
see Spence & Zuo (1992).

The three-beam equation for the eigenvalue becomes
(Marthinsen et al., 1988)

Fig. 1. Example of sparse zone axis with the four-beam case 0, g, h, m.
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�2K�3 ÿ �2K�2�2Ksg � 2Ksh�
� 2K�4K2shsg ÿ jUgj2 ÿ jUhj2 ÿ jUgÿhj2�
� 2KshjUgj2 � 2KsgjUhj2 ÿ 2jUgjjUhjjUhÿgj cos 

� 0: �6�

This equation shows the important result that the
eigenvalues  i only depend on the three-phase structure
invariant  and not on the individual structure-factor
phases, 'h. The same is of course also true for deduced
quantities like the dispersion-surface gap at the Bril-
louin-zone boundaries and the corresponding propor-
tional quantity de®ned as the effective potential, Ueff

g

(Zuo, Hùier & Spence, 1989). By dispersion-surface gap
in this three-beam case, we mean the perturbed two-
beam gap associated with a Bragg beam h in the
presence of a coupled beam g with coupling constant
Ugÿh.

For a crystal with centrosymmetry, the phase invariant
 is either 0 or 180�. For a particular incident-beam
direction, it has been shown in this case that the eigen-
value equation has a degeneracy between the two
solutions for  that correspond to the two-beam case
(Gjùnnes & Hùier, 1971). This degeneracy is found for
all centrosymmetric three-beam cases, independent of
the acceleration voltage of the microscope. This parti-

cular incident-beam direction is characterized by the
following excitation error values:

2Kscrit
g � jUgj�jUgÿhj2 ÿ jUhj2�=jUhjjUgÿhj cos ;

2Kscrit
h � jUhj�jUgÿhj2 ÿ jUgj2�=jUgjjUgÿhj cos :

�7�

In practice, these excitation errors can easily be deter-
mined from the positions of the degeneracy point in the
diffraction pattern. Thus, both their magnitude and sign
give structure-factor information as shown below.
Through this point in the sg, sh plane, it has also been
shown that the dispersion equation can be solved along
special lines (Moodie et al., 1996). Along these, the
intensity expression is of two-beam form as one of the
dispersion-surface branches is not excited.

Simple expressions to interpret and understand many-
beam effects have been suggested. Two central
approximations for including the effects of additional
beams in a two-beam formalism are due to Kambe
(1957) and Bethe (1928), see discussion by Zuo, Hùier &
Spence (1989).

3. Dynamical effects in centrosymmetric Si

Typical three-beam effects are most easily identi®ed in
centrosymmetric crystals. A sparse zone-axis pattern
from Si not too far from the major zone axis [11Å1] is

Fig. 2. (a) Experimental CBED pattern from Si, near the [11Å1] zone axis. (b) Indexed pattern. (c) 717Å and 51Å7Å discs from experimental pattern. (d)
717Å and 51Å7Å discs calculated with the four beams 000, 717Å , 51Å7Å , 660. 1 indicates the intensity minimum corresponding to the position of the
degeneracy point. 2 indicates the position of the gap between the hyperbolae, proportional to the coupling re¯ection Ugÿh.
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shown in Fig. 2(a) and the corresponding indexing in Fig.
2(b). Figs. 2(c) and (d) show experiment and calculation
of the two discs 51Å7Å and 717Å using four beams only. The
fourth beam is included owing to symmetry. It in¯uences
the pattern only with the narrow minimum at the gap
position (arrow 2). The agreement between Figs. 2(c)
and (d) is qualitatively very good. This Si pattern was
taken on ®lm in a Philips CM30 electron microscope
operated at 300 kV at liquid-N2 temperature. The hori-
zontal axis is the systematic 220 row and the specimen is
tilted so that the midpoint of the centre disc represents
the four-beam case 000, 51Å7Å , 717Å , 660. We focus on the
®rst three re¯ections 0, g, h. The two re¯ections g and h
are weak and the coupling re¯ection relatively strong.
Near their intersection, the g and h lines are seen to be
split into hyperbolae in accordance with theory and
weak thickness fringes are seen. The gap between the
hyperbolae that is indicated in Fig. 2(d) is proportional
to the coupling re¯ection Ugÿh. The intensity is seen to
decrease continuously along the lower hyperbola
towards the degeneracy point (arrow 1). Here it is not
de®ned as pointed out by Moodie et al. (1996). The
measurable excitation errors sg and sh at this point
couple directly to the structure-factor amplitudes and
three-phase invariant through (7). This use of the
dynamical effect for structure-factor determination is
called the intersecting-Kikuchi-line (IKL) method
(Gjùnnes & Hùier, 1971) and the corresponding method
for high-order Laue-zone (HOLZ) lines is the inter-
secting-HOLZ-line (IHL) method. By inspection, both
sg and sh are seen to be positive and the phase invariant
becomes  � 0 as expected for all invariants in Si. By
systematic tilting to the similar neighbouring three-
beam cases, and also to other sparse zones, a number of
invariants can be found experimentally without any
calculations in these strong coupling cases. It should be
noted that the effects are in principle always present,
visible or not, depending on the magnitude of the three
structure factors involved.

4. Experimental and numerical data for InP

CBED patterns from the noncentrosymmetric crystal
InP have been acquired in a Leo 912 microscope
equipped with an Omega energy ®lter. The experimental
pattern shown in Fig. 3(a) is recorded at liquid-N2

temperature with a slow-scan CCD camera. In the
re®nements, an accurate microscope voltage is essential.
It has been determined to 119.5 (1) kV using the method
of Zuo (1992). The specimen is tilted close to the [1Å7Å0]
zone such that the diffraction geometry is the same as
the one for silicon above. Alternatives to this sparse-
zone-axis geometry are the low-index zone axis
(Saunders et al., 1995) and the systematic row geometry
(Spence & Zuo, 1992). Among these, the latter geometry
has been most used in QCBED so far.

In the simulations, the theoretical intensities I
theory
i are

calculated from dynamical theory diagonalizing on
average 20 beams and including 164 additional beams
using Bethe perturbations (Fig. 3b). The beam-selection
criteria are taken from Birkeland et al. (1996). Initial
structure-factor values are determined for neutral atoms
using the algorithm of Bird & King (1990). Debye±
Waller factors given by Reid (1983) are used, i.e.
BIn � 0:3226 and BP � 0:2652 AÊ 2. Theoretical corec-
tions have recently been given by Anstis (1996). The
thickness is included in all re®nements of structural
parameters with non-essential variations in the re®ned
value from case to case. Typically, it is 1400 AÊ .

The CBED pattern acquired includes a systematic 002
row of reciprocal-lattice points and a parallel row of
type 71Å �2n� 1�; i.e. the diffraction geometry in Fig. 1.
The incident-beam direction represented by the centre
of the zero disc corresponds to the 000, 71Å3, 71Å5, 008
four-beam condition. If we focus on three-beam effects,
both the 000, 71Å3, 71Å5 and the 000, 71Å1, 71Å5 cases are
seen within the CBED discs. The experimental centre
disc and the indexing of the HOLZ lines are shown in
Figs. 3(a) and (c), respectively. A corresponding InP
example of using the two-dimensional intensity distri-
bution in Bragg discs for systematic structure-factor
determination is reported by Hùier et al. (1993). The
re®nements in this work are based on the intensity of
this centre disc only. Earlier quantitative work has often
been based on intensity in Bragg discs combined with
the centre disc. Use of only the centre disc has as a rule
been considered too complicated for practical use. This
is due to many HOLZ lines and heavy line overlap as
seen in Fig. 3(a). However, the information content in
the pattern is large. To extract this information, the time-
consuming simulations needed can be reduced if one can
single out the parameter-sensitive pixels in the disc, from
now called the window function Wi.

To arrive at accurate structure-factor values, the
strategy in the quantitative CBED method is to compare
the experimental and corresponding calculated pattern
pixel by pixel and minimize a goodness-of-®t parameter:

�2 � 1

�nÿmÿ 1�
Xn

i�1

Wi�Iexp
i ÿ cItheo

i �a1 . . . am� ÿ B�2
�2

i

;

�8�
where I

exp
i and Itheo

i are experimental and theoretical
intensities, respectively, �i is the corresponding standard
deviation, n is the number of pixels in the pattern, a1 to
am are the m unknown re®ned parameters, c is a
normalization constant, B the background and Wi a
window function.

Use of �2 in QCBED has recently been discussed in
detail by Holmestad & Birkeland (1998). In particular,
they address cases where the �2 value is much larger
than one, indicating that the model is wrong or that the
measurement errors are larger than asssumed. To
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understand these cases, they point at the assumptions
used to de®ne �2: (i) the uncertainties �i associated with
the experimental intensities I

exp
i are known; and (ii) the

theoretical intensities Itheo
i are known exactly. Only if

both these assumptions are ful®lled can the �2 values be
used quantitatively to evaluate how accurate the ®t and
the re®ned parameters are. Otherwise, the ®t factor
should only be regarded as a tool to ®nd the best match
and to re®ne theoretical parameters.

Often in QCBED and in particular in the present
investigation, neither of the assumptions are strictly
ful®lled. In general, there are a number of effects that
may contribute to larger �2 values. The Debye±Waller
factor for example is usually taken to be isotropic and is
often not accurately known. Further, only a few par-
ameters are simultaneously re®ned and the modelling of
the background is in most cases oversimpli®ed, in
particular for thicker crystals, see Holmestad & Birke-
land (1998). In the experiments to be discussed below,

the intensities are taken from the centre disc only. This
two-dimensional intensity distribution with its rapidly
varying contrast is much more involved than the
distribution in Bragg discs usually used in other QCBED
methods. The absorption effects may be pronounced
and Kikuchi lines are frequently observed in the back-
ground except for the case of very thin crystals.
Although coef®cients of the absorptive potential may
be calculated, they are usually underestimated. In
general, �2 values have also been found to increase
with increasing crystal thickness (Nuchter et al.,
1998).

In the minimization, the relevant parameters are
systematically varied and re®ned in a least-squares
multiparameter algorithm (Press et al., 1986). The global
minimum de®nes the ®nal parameter set (Marthinsen et
al., 1990; Spence & Zuo, 1992; see also Zuo, 1999). This
method is used in all re®nements below. The ®rst step is
to determine the incident-beam direction. As the second

Fig. 3. (a) Centre disc of the experimental CBED pattern of InP near the [17Å0] zone axis. (b) Simulated theoretical pattern. Note the excellent
match in grey scales with (a). (c) Indexed centre disc. (d) Window function used in pixel-sensitive QCBED procedure.
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step, we now introduce a new algorithm to determine
the window function Wi.

5. Re®nement for InP ± standard structure-factor initial
values

5.1. Re®nement of the incident-beam direction

Figs. 3(a) and (c) show the experimental CBED
pattern with indexing. The incident-beam direction can
®rst be found approximately using the software Ideal
Microscope (Zhu & Zuo, 1993). This is the basis of a
re®nement where the incoming-beam direction is varied
until the best match between theoretical calculations
and the experiment is found. Because the pattern
consists of many sharp HOLZ lines, the best match is
well de®ned and the procedure used is robust. The
incoming-beam direction is determined with great
accuracy. Figs. 3(a) and (b) show the experimental and
the simulated image, respectively. Note that all HOLZ
lines are properly reproduced and that grey scales match
almost perfectly. This is the ®rst step in the QCBED
procedure.

5.2. Parameter-sensitive pixel sampling

This new method is introduced to increase the sensi-
tivity of the QCBED algorithm. The principle is to
identify the limited areas of the CBED pattern that are
sensitive to the parameters re®ned (Birkeland et al.,
1997). In this way, pixels without information are
neglected and the computer time reduced. The goodness
of ®t, given in (8), is used. This de®nition includes a
window function Wi containing the sensitive pixels for
the relevant parameters. After the initial incident-beam-
direction re®nement, a step-by-step description of the
method for determining Wi is:

(i) With ®xed incoming-beam direction, calculate a
theoretical reference image using the initial input values
of the parameters (a1, . . . , am).

(ii) Calculate new theoretical images after perturbing
the parameters (a1, . . . , am). A one-parameter-at-a-time
procedure is suggested as this helps in identifying
correlation effects between different parameters.

(iii) Calculate difference maps between images
calculated in steps (i) and (ii). For each parameter, these

maps are plotted to determine how each parameter
affects the total CBED pattern.

(iv) A threshold value is set for each pixel i in the
pattern. If the difference-map intensity is higher than
the threshold, set Wi � 1, else disregard pixel i (Wi � 0).
Repeating this for all difference maps gives a set of
different window functions Wi . The union of these
window functions Wi is used in the re®nements.

5.3. Discussion

The aim is to determine the structure-factor ampli-
tudes U002, U71Å3 and U71Å5, the corresponding phases '71Å3

and '71Å5 and the three-phase invariant  . These re¯ec-
tions are seen in the centre disc shown in Fig. 3(a). The
QCBED algorithm described is used to generate the
window function that identi®es the parameter-sensitive
pixels. This window is shown in Fig. 3(d). Note that most
points are found close to the crossing of the 71Å3 and 71Å5
HOLZ lines where the effects of the dynamical coupling
are strongest.

InP has a known f.c.c. crystal structure. Indium is
taken to be at the origin and the neutral-atom
structure-factor phases are '002 � 0.0, '71Å3 � 19.58 and
'71Å5 � ÿ19.88�. The corresponding three-phase struc-
ture invariant is  � 39.5�. The re®nement procedure is
repeated for various initial starting structure-factor
amplitudes and phases. The results are summarized in
Table 1. In run 1, only the three structure-factor
amplitudes are re®ned and the result is used as a
reference in subsequent runs. The re®nements were
performed for a wide range of initial starting values.
Three of the runs are listed in Table 1. The large
difference between the initial �2 values and the ®nal
ones illustrates the sensitivity of the method. Final
values of �2 are relatively large (see discussion in x4),
but as all the re®nements seem to end in the same
minimum one can still have con®dence in the results.
This is also supported by ab initio calculations using the
FLAPW (full linear potential augmented plane-wave)
method (Blaha, Schwarz & Augustyn, 1990; Blaha,
Schwarz, Sorantin & Triskey, 1990). For example, for
U002, these calculations give a small positive change
from the neutral-atom value in accordance with the
results in Table 1. An analysis of the table shows that the

Table 1. Results of the re®nement procedure; structure-factor amplitudes and phases, the three-phase structure
invariant  = '71Å5 ÿ '71Å3 + '002 and �2 values for selected re®nements

Run Description U002 U71Å3 U71Å5 '71Å3 (�) '71Å5 (�) 	 (�) �2

1 Neutral atom values 0.023288 0.011116 0.008923 19.58 ÿ19.88 39.46 48.4
Re®ned values 0.023334 0.010920 0.008322 ± ± ± 47.5

2 Start values 0.023288 0.011116 0.008923 19.58 45.88 ÿ26.3 77.0
Re®ned values 0.023331 0.010873 0.008298 ± ÿ20.73 40.31 47.4

3 Start values 0.023288 0.011116 0.008923 65.00 65.00 0.00 117.4
Re®ned values 0.023393 0.010845 0.008352 23.10 ÿ16.58 39.68 47.5

4 Start values 0.025 0.013 0.011 0.00 ÿ19.88 19.88 79.4
Re®ned values 0.023411 0.010951 0.008297 20.44 ± 40.32 47.4
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three-phase structure invariant can be determined with
an accuracy of approximately 1� in this case. Also,
assuming that the structure-factor amplitudes found in
run 1 are accurate, all re®nements determine the struc-
ture-factor amplitudes with an accuracy better than
0.5%

6. Re®nement with inaccurate initial structure-factor
values

6.1. Assumptions

To test the in¯uence of inaccurate initial input data on
the QCBED results, a hypothetical unknown noncen-
trosymmetric crystal is de®ned. The same experimental
pattern as in x5 is used. The assumed preknowledge
from other methods is: The crystal has a cubic face-
centred lattice with known lattice parameters and
density and a unit cell consisting of the two atom types
In and P, with equal atomic percentage. Three ap-
proaches are taken regarding atomic positions in the
unit cell:

(A) As a reference, we use the known InP f.c.c.
structure with the heaviest atom In at the origin and P at
(1

4 ;
1
4 ;

1
4).

(B) We assume that one In and one P atom are
superimposed on the f.c.c. positions. This is not a
realistic approach but it ensures that the total number of
atoms in the unit cell is correct. The cell is centrosym-
metric.

(C) As the atomic number of In (49) is much larger
than P (15), only the heavy In atoms are included in the
basis, i.e. a hypothetical centrosymmetric f.c.c. crystal is
assumed.

With these three structure models, initial structure-
factor values are determined using the algorithm of Bird
& King (1990). It should be noted that the second
approach (B) is expected to overestimate the diffraction
effects and dynamical interactions as the initial structure
factors will be equal or larger than in InP. Approach (C)
may be more reasonable but the total lack of P atoms is
not intuitively satisfying.

Both the approaches (B) and (C) give a centrosym-
metric crystal, with all elastic structure-factor phases
initially equal to zero. However, it should be stressed
that these crude assumptions are used only to provide a

set of starting values and that important parameters are
adjusted in the following re®nement procedure.
However, the nonre®ned initial structure factors are the
same during the re®nement and this contributes to the
methodical errors. Another question is the estimation of
Debye±Waller factors. For approach (A), the Debye±
Waller factors given by Reid are used, i.e. BIn � 0:3226
and BP � 0:2652 AÊ . For cases (B) and (C), we take the
temperature factors BIn � BP � 0:25 AÊ , a typical value
for similar crystals at liquid-N2 temperature.

Both the approximations (B) and (C) are compared
with the known structure, case (A). The observed
pattern is indexed (see Fig. 3b) and the re¯ections to be
included in the calculations are selected. A natural
approach is to include all the re¯ections seen in the
centre disc, in this case 25 (x3), including the direct 000
beam and the strongly dynamical 002 and 004 beams.

With these assumptions [(B) and (C)], the model is
intentionally chosen to be wrong in order to test the
robustnes of the re®nement procedure.

6.2. Determining the incident-beam direction and selected
structure-factor amplitudes

The �2 procedure was applied to determine the inci-
dent-beam direction for all the three assumptions (A),
(B) and (C), and the results are given by �2

1 in Table 2.
The ®t is not good for (B) and (C), which is also easily
seen by a visual comparison. For the simulations based
on assumptions (B) and (C), a careful comparison with
the experimental image (Fig. 3a) shows a large mismatch
near the 71Å3 and 71Å5 crossing. The gap between the 71Å3
and 71Å5 lines is much too wide in the simulated patterns.
From three-beam theory, this gap is proportional to the
coupling between the two beams. In this case, this
indicates that the 002 structure factor is wrong in the
simulations. Therefore, the re®nement of the incident-
beam direction was repeated but this time allowing the
002 structure factor to vary freely giving a much better

Table 2. Fit factors after QCBED re®nements using
approaches (A), (B) and (C) de®ned in the text

�2
1 is the best match after re®ning the incoming-beam direction only.
�2

2 refers to the best ®t factor after re®nement of beam direction and
®ve structure-factor amplitudes.

Run �2
1 �2

2

(A) 54.2 49.2
(B) 276 84.9
(C) 175 58.3

Table 3. Results of structure-factor amplitude re®nements
using assumptions (A), (B) and (C) de®ned in the text

g Neutral Ug Re®ned Ug Error

002 (A) 0.02329 0.02309
(B) 0.07352 0.02306 ÿ0.1%
(C) 0.04845 0.02259 ÿ2.2%

004 (A) 0.03693 0.03353
(B) 0.03717 0.03444 �2.7%
(C) 0.02647 0.03195 ÿ4.7%

006 (A) 0.01007 0.00936
(B) 0.02158 0.01157 �23.6%
(C) 0.01596 0.00901 ÿ3.7%

008 (A) 0.01321 0.01256
(B) 0.01357 0.01613 �28.4%
(C) 0.01007 0.01249 ÿ0.6%

2Å06Å (A) 0.01959 0.02291
(B) 0.01992 0.02895 �26.4%
(C) 0.01477 0.02241 ÿ2.2%
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result. This is a structure-factor-re®nement procedure
based on the same principles as in the intersecting
Kikuchi/HOLZ-line methods discussed in connection
with (7).

To further improve the match between experimental
and theoretical intensities, additional structure factors
were included in the re®nement. In general, high-order
beams must be included in the calculations to preserve
characteristic features in the CBED pattern such as
HOLZ lines. However, the corresponding structure-
factor amplitudes are not crucial because their effect on
the CBED pattern is highly localized. Typical examples
in this pattern are the 71Å1, 71Å5, 91Å3 and 91Å5 re¯ections
with corresponding HOLZ lines. On the other hand,
CBED patterns are sensitive to the coupling between
these higher-order beams via the 002 and 004 re¯ections.

Intuitively, one would like to re®ne the structure
factors of all beams included in the calculations (25 in
this example). In practice, this is not possible, so our
attention was ®rst given to low-order beams (002, 004
and 006). In addition, the 2Å06Å structure factor is
considered as it has a major effect on the CBED pattern
(notice the thickness fringes parallel to the 2Å06Å HOLZ
line). Finally, the 008 beam is at the Bragg position; for
symmetry reasons (it is part of the 002 systematics), its
structure-factor amplitude U008 is re®ned as well.

Thus, in total the following ®ve beams were re®ned:
002, 004, 006, 008 and 2Å06Å . The ®t factor �2

2 was mini-
mized with respect to both the incident-beam direction
and the corresponding structure-factor amplitudes. For
approaches (B) and (C), as a direct consequence of the
initial assumption, all structure-factor phases were ®xed
to zero. The results of the re®nements are summarized
in Table 3, the minimized ®t factors �2

2 are listed in Table
2. The calculations con®rm that the initial assumption
(C) is better than (B). Assuming that the re®ned struc-
ture factors found in row (A) are accurate, all structure
factors in (C) are found with an accuracy better than
5%. Using approach (B), only the two lowest-order
structure factors are found with the same accuracy. The
three structure factors of the 006, 008 and 2Å06Å are esti-
mated with an accuracy of only 20%.

6.3. Re®nements of three-phase invariants

Only small areas of the observed pattern are sensitive
to the structure-factor phases, so the pixel-sensitive
QCBED method is required. Areas near crossings of
strongly coupled high-order re¯ections are known to be
sensitive to three-phase invariants. These areas include

the simultaneous three-beam Bragg condition. In the
pattern studied, the crossing of the 71Å3 and 71Å5 HOLZ
lines is an ideal area to study the three-phase invariant
 1 � '7�13 ÿ '7�15 � '002. The three-phase invariant
 2 � '7�13 ÿ '7�17 � '004 will be considered as well, since
the splitting of the 71Å3 and 71Å7 HOLZ lines are well
de®ned within the pattern. In the calculations, the 002
phase is equal to zero.

First, the parameter-sensitive areas are identi®ed. The
parameters to be re®ned, i.e. the three phases '71Å3, '71Å5

and '71Å7, are given a random initial value of 45� and the
QCBED method is applied assuming the previously
determined beam direction and structure factors to be
®xed. The re®ned phases and the corresponding three-
phase invariants are listed in Table 4. The table shows
that individual phases cannot be found in this example.
Methods (A), (B) and (C) give relatively similar values
of a given phase but these values are all wrong (for InP,
the phases are listed in the last row of the table).
However, using any of the three assumptions (A), (B) or
(C), the three-phase invariants  1 and  2 are found with
an accuracy better than 10�. Notice that the results in
row (A) match the true values within 1 or 2�. Results in
row (C) are within 6±7�, while results in (B) are slightly
worse. This is re¯ected in the minimized �2 values and is
in accordance with our expectations based on earlier
observations. In the table, a third three-phase invariant
is listed,  3 � '7�15 ÿ '7�17 � '002. All three approaches
estimate this invariant accurately. This is a surprising
result since the `three-beam Bragg condition' is not
satis®ed for these three beams in the experimental
pattern studied. The result is due to the fact that
segments away from the Bragg condition are also
dependent on these phases.

7. Conclusions

The results show that the intensity in the experimental
centre disc of a convergent-beam pattern is well suited
for determination of three-phase structure invariants
and structure-factor amplitudes in noncentrosymmetric
crystals. The information content in the disc is large
provided the optimal intensity details can be extracted.
For this purpose, the novel algorithm for parameter-
sensitive pixel sampling of experimental intensities has
been included in the re®nement procedure. This is found
to increase the sensitivity of the re®nement and reduces
the computer time. By use of the standard procedure in
the re®nement, which use neutral atoms as initial choice,

Table 4. Results of the three-phase invariant re®nements using methods (A), (B) and (C)

Method �2 '71Å3 (�) '71Å5 (�) '71Å7 (�) 	1 (�) 	2 (�) 	3 (�)

(A) 31.2 4 ÿ38 3 42 1 ÿ41
(B) 58.2 6 ÿ26 3 32 3 ÿ29
(C) 36.9 5 ÿ31 2 36 3 ÿ33
InP 19.58 ÿ19.88 20.37 39.46 ÿ0.79 ÿ40.25
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individual phase invariants were determined with typi-
cally 1±2� accuracy while structure-factor amplitudes
were better than 0.5%. Even unrealistic starting
assumptions and incorrect temperature factors lead to
good results for the three-phase structure invariant. This
quantity appeared to be stable even for cases where the
individual phases were wrong. The reason why indivi-
dual phases cannot be determined in the present case is
that there are no intensity features in the centre disc that
can clearly be ascribed to individual phases. The three-
beam cases discussed have been tested theoretically for
phase-sensitive pixels. We found that there are strong
spatial correlations, a result that explains the problem.
For sparse zones, the present results show that three-
phase invariants can be determined in large numbers
from nonsystematic dynamical diffraction effects in
CBED patterns. One can easily tilt from zone to zone.
The effects are most easily identi®ed in cases with
relatively strong coupling re¯ections as in the present
case. Such a procedure can preferentially be coupled to
X-ray results as the electron structure factors and
structure invariants can easily be transformed to the
corresponding X-ray values.
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